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In standard Mott electron polarimetry using thin gold film targets, extrapolation procedures 
must be used to reduce the experimentally measured asymmetries A to the values they 
would have for scattering from single atoms. These extrapolations involve the dependence of 
A on either the gold film thickness t or the maximum detected electron energy loss in 
the target AE. Using a concentric cylindrical-electrode Mott polarimeter, we have studied and 
compared these two types of extrapolations over the electron energy range 20-100 keV. 
The potential systematic errors which can result from such procedures are analyzed in detail, 
particularly with regard to the use of various fitting functions in thickness extrapolations, 
and the failure of perfect energy-loss discrimination to yield accurate polarizations when thick 
foils are used. A critical discussion of previous work on this subject is presented. 

1. INTRODUCTION 

Electron spin polarizations are frequently measured 
using Mott scattering from thin gold films.*-3 If a beam of 
electrons is scattered by the gold target into two detectors 
arranged at equal polar angles and opposite azimuthal an- 
gles relative to the beam direction, then the electron polar- 
ization transverse to the scattering plane P is given in an 
ideal experiment by 

P= A/&, 

where 
(1) 

P= 
Nt-N, 
N, + N,’ (2) 

and N, and N, are the beam intensities with spin-up and 
spin-down relative to an axis of quantization perpendicular 
to’the scattering plane. The “measured scattering asymme- 
try” is defined to be 

(31 

where L and R are the number of electrons detected in the 
“left” and “right” counters, respectively. The analyzing 
power of the apparatus, S,, is often called the “effective 
Sherman function,” and must be known in order to deter- 
mine P from a measured value of A. 

The value of S,, can be determined in a number of 
ways. One method involves a double-scattering experiment 
in which initially unpolarized electrons scatter from two 
equivalent targets, and Ses is measured directly.4’5 A sec- 
ond technique uses beams of electrons with known polar- 
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ization to calibrate the Mott analyzer.&’ We consider here 
a third method which is the simplest to carry out experi- 
mentally, and which is by far the most common. Essen- 
tially, it involves the measurement of A for experimental 
conditions corresponding as closely as possible to elastic 
scattering from single Au atoms. In this case, the Mott 
analyzing power S can be calculated theoretically, and 
s s. eff= 

Attempts to meet the criteria of elastic, single scatter- 
ing experimentally have used either electron energy-loss 
extrapolations or target-thickness extrapolations. In the 
“standard” Mott polarimeter, scattered electrons are mon- 
itored by scintillators or surface-barrier detectors at the 
same electrostatic potential as the target foil. They are thus 
detected with energy resolutions characteristic of these 
devices-about 10 keV. To determine the experimental 
asymmetry which can be associated with single (albeit pos- 
sibly inelastic) scattering conditions, A is measured for a 
range of film thickness t, and then extrapolated linearly to 
zero thickness where this condition must, by definition, be 
met. With the advent of concentric-electrode polarimeters 
of the Farago/Rice design, a different type of extrapolation 
procedure has become possible. 1-3878’c-14 Such devices have, 
in principle, arbitrarily good energy resolution, allowing 
the measurement of A as a function of AE, the maximum 
energy which an electron can have lost in the target and 
still be detected. The value of AE is determined by a re- 
tarding potential placed on apertures in front of the elec- 
tron-multiplier detectors, or on the front surface of the 
detectors themselves. Thus a value of A can be measured 
which corresponds to purely elastic (albeit possibly multi- 
ple) scattering of electrons by the target. 

In this article, we consider in detail systematic errors 
in the determination of P which can occur in polarimetric 
measurements as a result of experimental extrapolations 
attempting to ensure “atomic scattering” conditions. In the 
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experiments reported here, beams of polarized electrons 
were produced with a GaAs photoemission source, and 
their transverse polarization P was measured using a con- 
centric-cylindrical-electrode Mott polarimeter. A system- 
atic study was made of the dependence of A [Eq. (3)] on t, 
AE, and E, the kinetic energy of the electrons just before 
scattering from the Mott target. The total detected electron 
signal, N=L + R, was also studied as a function of these 
parameters. Systematic studies of this type have been car- 
ried out previously.7P’0-‘2*15 and we view this report as an 
extension and analysis of those investigations. 

As mentioned before, S is calculated assuming elastic 
scattering from single atoms. While thickness extrapola- 
tions made with suflciently thin targets ensure that A can 
be associated with single-atom scattering, and AE extrap- 
olations may ensure elasticity, it is apparent that neither a 
thickness extrapolation with poor energy resolution (as is 
done in “standard” Mott experiments), nor a AE extrap- 
olation using a target of finite thickness can guarantee that 
both of these conditions are met. Indeed, at some (perhaps 
negligibly low) level, systematic error must result from 
either of these procedures. Only in the limit as t and AE 
approach zero simultaneously can the theoretically as- 
sumed conditions be ensured. 

The ultimate accuracy of Mott measurements of the 
type considered here (as opposed to double scattering or 
externally calibrated measurements) depends on three fac- 
tors: the accuracy of the theoretical calculations of S, the 
degree to which “apparatus” errors such as geometric mis- 
alignments and beam instabilities can be eliminated (see 
Sec. III A), and the extent of systematic errors due to 
target extrapolation procedures. In this article we address 
exclusively the latter issue, but remind the reader that, in 
general, the first two factors can be comparably important 
in limiting accuracy. 

FIG. 1. Scale drawing of polarized 
electron source: ( 1) rotary and linear 
motion feedthrough for manipulation 
of the GaAs photocathode; (2) 
mount and heater for the GaAs wa- 
fer; (3) cesiator, represented by 
black solid squares-the two at the 
left are used for crystal activation, 
the one at the right is used for con- 
tinuous cesiation while electrons are 
extracted; (4) GaAlAs laser power 
meter; (5) nude ion gauge; (6) bake- 
able inline isolation valve (Granville- 
Phillips model 209) with magnetic 
steering coil. 

II. POLARIZED ELECTRON SOURCE AND MOTT 
POLARIMETER 

A. Source 

A scale drawing of the polarized electron source is 
shown in Fig. 1. Its design has been strongly influenced by 
the reports of the CCNYt6**’ and NIST groups.r8 The 
source vacuum chamber is ultrahigh vacuum (UHV) com- 
patible and is evacuated with 220 0s diode noble-gas ion 
pump. Its base pressure after a one-week bake at 250 “C is 
-4 x lo- ” Torr, although this deteriorates over a period 
of months to - 5 X 10 - lo Torr due to source operational 
procedures, including heating, cesiation, and oxygenation 
of the GaAs crystals. 

Two rectangular GaAs ( 110) wafers” of approximate 
dimension 8 mm X 20 mm are mounted in a holder which 
can be translated and rotated precisely.” The wafers are 
cleaned chemically prior to installation in the vacuum 
chamber using a procedure essentially identical to that de- 
scribed in Ref. 16. Once at UHV, they are prepared for use 
by resistive heat cleaning,” followed by cesiation and 
oxygenation, again in a manner similar to that of Ref. 16. 
Activated crystals are moved from the preparation position 
to a position directly under the 90” electrostatic bend. 
There, circularly polarized light at 792 nm from a GaAlAs 
diode laser22 strikes them at normal incidence with a - l- 
mm-diam spot size, resulting in the photoemission of lon- 
gitudinally polarized electrons.‘8~23 For 20 mW of light 
incident on the GaAs, we typically observe total photo- 
emission currents of 400 PA, corresponding to a quantum 
efficiency of -3.2%.While the crystal is under the electro- 
static bend, its surface is continuously cesiated at a low 
level by a Cs dispenser24 near the edge of, and just under, 
the first extraction electrode. This Cs replaces that which 
over time desorbs from the GaAs, and produces a very 
stable negative electron affinity surface, which in turn 

115 Rev. Sci. Instrum., Vol. 63, No. 1, January 1992 Mott electron polarimetry 115 Downloaded 25 Jun 2007 to 129.93.36.209. Redistribution subject to AIP license or copyright, see http://rsi.aip.org/rsi/copyright.jsp



yields stable electron-beam currents and effectively infinite 
source lifetimes. 

The 90” electrostatic bend converts the longitudinal 
electron polarization into transverse polarization. Prior to 
exiting the source chamber, the beam is collimated and 
focused by a series of cylindrical lenses and apertures. The 
Mott polarimeter and source are connected by a vacuum 
pipe containing an inline bakeable valve and a collimating 
aperture of l/g-in. diameter. Beam transport through this 
pipe can occur at ground potential because the GaAs pho- 
tocathode is maintained at - 2 kV. This large negative 
potential produces a very “stiff’ beam that is easily di- 
rected into the Mott analyzer. Two sets of magnetic-dipole 
steering doublets and an axial, solenoidal spin rotator are 
mounted on this tube as well. 

B. Polarimeter 

Scale diagrams of the Mott polarimeter are shown in 
Figs. 2 and 3. The polarimeter is a cylindrical, retarding- 
field device of the Farago/Rice type,‘0~11”4 and is com- 
pletely UHV compatible. It is pumped by a 110 e/s diode 
noble-gas ion pump and has a base pressure of - 2 x 10 - ’ 
Torr which is limited, we believe, by the porous ceramic of 
the high voltage bushing and the presence of Formvar, 
used as a target backing, in the chamber. A highly polished 
stainless-steel inner cylinder is maintained at a positive 
voltage relative to ground of between 20 and 125 kV. The 
inner cylinder is electrically isolated from ground by a ce- 
ramic break, atop which is mounted a linear-motion feed- 
through that enables target foils of varying thickness to be 
moved onto the beam line while the cylinder is at high 
voltage. 

Electrons accelerated in the radial field between the 
inner and grounded outer cylinders collide with one of the 
target foils, and may be scattered by 120” to either the left 
or right in the plane of the diagram in Fig. 3. If they have 
lost less than 2 keV in the foil, they can pass through an 
aperture in the outer cylinder and enter the grounded en- 
trance aperture of one of the retarding-field analyzers 
(RFAs; Fig. 4). The RFAs comprise a grounded entrance 
shield, a double-aperture retarding-field electrode, a con- 
tinuous-dynode electron multiplier (CDEM), and a cylin- 
drical electron shield. The maximum energy loss in the foil 
of the detected electrons AE is determined by setting V,, 
the potential on the retarding apertures: AE = 2 keV - V,.. 
A more detailed description of the retarding field analyzers 
will be given in the next section. 

Electrons which pass through the target foil and the 
exit aperture of the inner cylinder are decelerated and leave 
the Mott chamber through an enlarged hole in the outer 
cylinder. (The diameter of this hole has been increased to 
reduce the number of secondary or reflected electrons, re- 
sulting from the primary beam striking the outer cylinder, 
which could be reaccelerated back through the target and 
scattered through 60” into the detectors.) They are then 
refocused and either enter a Faraday cup or strike a fluo- 
rescent ZnS screen which serves as a beam-profile monitor. 

Because of several issues that will be raised in Sec. IV, 
we discuss now, in some detail, our Mott scattering targets. 
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FIG. 2. Scale side sectional view of the Mott polarimeter: ( 1) mitre gear 
assembly and linear motion feedthrough for movement of target foils at 
high voltage; (2) glass break isolating target holder assembly from inner 
cylindrical electrode, allowing target foils to be negatively biased for de- 
sorbed ion suppression; (3) high voltage bushing (Ceramaseal special)- 
the inner support cylinder is surrounded by a Pyrex tube to reduce the 
possibility of electrical breakdown; (4) target holder assembly (ceramic 
standoffs from inner cylinder not shown); (5) inner cylindrical electrode; 
(6) outer cylinder held at ground potential; (7) vacuum chamber; (8) 
entrance aperture with magnetic-dipole steering doublets; (9) exit steer- 
ing and focusing assembly prior to Faraday cup. 

A series of five target films was made by vacuum evapora- 
tion of high-purity gold wire onto Formvar”* foils. In order 
to approach the single-atom scattering case as closely as 
possible, we made targets which include the thinnest Au 
films used in Mott polarimetry to date. Previously, the 
thinnest fdms used had densities of 16 (Ref. 26) and 19 
(Refs. 7, 11,27) pg/cm’. Our Au film area1 densities were 
determined by x-ray fluorescence (XRF) measurements to 
be 6.6, 16.5, 32.9, 65.8, and 132 pg/cm2, corresponding to 
average thicknesses between 34 and 682 A. These values, 
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FIG. 3. Scale top sectional view of the 
Mott polarimeter: (1) entrance aperture 
and magnetic steering elements; (2) re- 
tarding field analyzer with continuous-dyn- 
ode electron multiplier (see Fig. 4) and 
electrical feedthroughs; (3) outer cylinder; 
(4) inner cylinder; (5) target holder; (6) 
exit focusing and steering-assembly; (7) 
gate valve; (8) retractable ZnS beam view- 
ing screen; (9) Faraday cup. 

which have an absolute uncertainty of about 25%, have 
relative uncertainties of IO%, except for the thinnest tar- 
get, whose thickness has a relative uncertainty closer to 
15%. Estimates of these latter uncertainties are based on 
experiments which will be discussed in Sec. IV. 

The morphology of our target films varies over their 
area1 density range. All of the Formvar backings and Au 
films appeared taut and flat to the eye. X-ray depth profil- 
ing showed that on a 100~pm scale, target area1 densities 
were very uniform. On a 0.1~pm scale, however, the four 
thinnest films exhibited nonuniformities due to the forma- 
tion of nucleated droplets. This is a well known phenom- 
enon which occurs in extremely thin films when the film 
material does not wet the substrate.28’29 To study the target 
structure in more detail, we made transmission electron 
microscopy (TEM) micrographs of our films. For the 6.6- 
pg target, well separated droplets were spread uniformly 
across the Formvar surface. As Au area1 density increased, 
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FIG. 4. Scale sectional view of a retarding-field analyzer/electron detec- 
tor: ( 1) outer cylinder of Mott polarimeter; (2) entrance aperture; (3) 
retarding potential electrode held at V,, (D); (4) background electron 
shield; (5) continuous-dynode electron multiplier with potentials 
V,+ 135 V, (C), V,+ 2135 V, (B), and V,+ 2235 V, (A). 
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these drops coalesced and were largely contiguous in the 
66-,ug/cm’ sample. The 132 pg/cm2 film appears to be 
uniform. Using a gray-scale computer analysis of the TEM 
scans, we estimate the Au coverage to be 38%, 58%, 73%, 
89%, and lOO%, ranging from the 6.6 to the 132 ,ug/cm2 
sample. The effects of target morphology on the precision 
of our measurements will be discussed in Sec. IV. 

While concentric-electrode polarimeters have a num- 
ber of advantages over “standard” Mott polarimeters,3 two 
of them are particularly relevant for the studies reported 
here. The first, of course, is that they allow AE extrapola- 
tions to be made at all. Elastic scattering is assumed in 
theoretical calculations of S, and the use of the concentric 
electrode design allows us to meet this condition experi- 
mentally. Moreover, the cylindrical geometry is convenient 
for the placement of a number of target foils in the vacuum 
at once, making simultaneous t and AE extrapolation pos- 
sible. Second, the pernicious problem of wall- and slit-scat- 
tered background’Y3 is significantly reduced. Such second- 
ary scattering events are usually associated with significant 
energy 10~s.~’ They can thus be effectively discriminated 
against as AE is reduced to zero. 

III. DATA ACQUISITION AND ANALYSIS 

A. Correction for instrumental asymmetries 

Detector counts were determined as a function of four 
parameters: AE, E, nominal target thickness t, and electron 
spin direction. At a given E, t and AE, the experimental 
asymmetry was measured for “spin-up” and “spin-down” 
beams to correct for the effects of instrumental asymme- 
tries. Such asymmetries, corresponding to lack of geomet- 
ric or electronic equivalence between the two detectors, 
result, for example, in a nonzero value of A [Eq. (3)] for 
unpolarized incident electrons. The change of electron-spin 
orientation was accomplished by optically flipping the he- 
licity of the photons used to produce photoemission from 
the GaAs source crystal. i6-18 By assuming that there are no ‘: 
electron-spin-correlated beam trajectory effects, and that 
the spin is accurately reversed, it can be shown’-3t11 that 
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first-order corrections for geometric misalignments yield a 
true Mott asymmetry 

A-l 
‘=A+ 1’ 

where 

A=( ;;;;;;:;)‘“P 

(4) 

and the (background-corrected) count rates given in pa- 
rentheses in Eq. (5) are for the “left” and “right” detectors 
with spin-up and spin-down beams. 

Use of Eqs. (4) and (5) does not eliminate the possi- 
bility of error in A due to second-order instrumental asym- 
metry effects or abrupt changes in measurement conditions 
(such as beam current changes) on a time scale compara- 
ble to data accumulation intervals.‘-3 Our raw data rou- 
tinely exhibited instrumental asymmetries, defined experi- 
mentally as 

1 - A1 
Az=l +A1 (6) 

where 

(7) 

Values of AI varied from run to run, but were typically 
between 0.2 and 0.4, corresponding to about a 2:l count- 
rate ratio between the two detectors. In extreme cases, A, 
was as high as 0.6. We thus expect that some residual 
second-order effects due to instrumental asymmetries may 
affect our data, although not at the level of the uncertain- 
ties which we quote. Evidence for this assertion comes 
from the fact that even when Ais exhibited large variations 
as a result of changes in the beam energy or RFA operating 
parameters, corresponding variations in A were not ob- 
served. 

While the relative precision of our data thus appears to 
be unaffected by these second-order effects, its absolute ac- 
curacy is uncertain because we could not completely test 
the assumptions which render Eqs. (4) and (5) valid to 
first order- that optical reversal of the electron spins was 
complete and that there were no spin-related beam trajec- 
tory changes (see, however Sec. III D below). Ultimately, 
a complete characterization of instrumental asymmetries 
and the subsequent absolute accuracy of P can be accom- 
plished only with the careful use of monitor counters, pref- 
erably in combination with low-2 foils.‘-5 Because our 
present apparatus did not incorporate these features, we 
wish to emphasize that the uncertainties which we quote 
are for the relative precision of our data, and not its abso- 
lute accuracy. 

B. Variation of A/Z-Retarding-field spectra 

While the variation of t is straightforward for a given 
E, we encountered considerable difficulty in developing 
RFAs which had good energy resolution and which be- 
haved in an understandable fashion as AE was varied. In 
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Au, inelastic scattering associated with plasmon produc- 
tion can occur with energy losses as little as 6 eV.31P32 It 
was thus considered desirable that the RFA resolution be 
better than - 5 eV so that elastic scattering could be stud- 
ied cleanly, and so that, in principle, direct comparisons 
could be made between our data and the calculated values 
of S for elastic scattering. By measuring the CDEM count 
rate as a function of the retarding voltage I’,, an integral 
electron energy-loss spectrum is accumulated,33 An exam- 
ple of such a spectrum, taken with our apparatus in its final 
configuration, is shown in Fig. 5(a). It is characterized by 
a sharp onset of counts near AE = 0, and is monotonic in 
AE. Retarding-field spectra taken with earlier RFA con- 
figurations exhibited broad, shallow AE = 0 cutoffs indic- 
ative of poor energy resolution, local minima characteristic 
of electron focusing or reflection effects33 and/or spurious 
secondary-electron detection, or both. 

The final configuration of our RFAs is shown in Fig. 4. 
It has a number of features which result in its superior 
performance. Electrons which have lost less than 2 keV in 
the target are tightly collimated by a 2.3-mm-diam 
grounded entrance aperture cut in a tantalum disk. This 
collimator serves to limit transverse momenta of the enter- 
ing electrons with a subsequent improvement in the ana- 
lyzer’s energy resolution.33 Moreover, most of the second- 
ary electrons created in the analyzer originate at this first 
defining aperture, and are subsequently discriminated 
against in the retarding-field region. The retarding-field re- 
gion is defined by two additional tantalum disks separated 
by a 5-mm spacer. The disk closest to the entrance of the 
RFA has a 2.6-mm-diam aperture; the second has an ap- 
erture of 3.2-mm diameter. The size of the holes results 
from a compromise between maximum retarding-field def- 
inition and the reduction of spurious secondary electrons 
created at aperture knife edges. The use of two equipoten- 
tial disks instead of a single retarding electrode provides a 
more uniform retarding field over a large volume, and is 
the single most important factor both in eliminating the 
spectral minima mentioned earlier, and in improving the 
analyzer’s energy resolution. The use of high-transmission 
grids to define the retarding volume was avoided because of 
concerns about secondary-electron production.34 

Electrons which can surmount the retarding potential 
barrier are immediately accelerated into the entrance cone 
of the CDEM by a + 135 V potential difference between 
the cone and the final retarding-field aperture. This ar- 
rangement of voltages, in which the CDEM floats at a 
constant voltage above the retarding potential, ensures the 
most uniform possible detection efficiency across the range 
of electron energies emerging from the retarding-field 
region.35 In the extreme case reported here, for example, in 
which AE = 1300 eV, the electrons which have lost 1300 
eV and can just surmount the retarding potential strike the 
CDEM with a kinetic energy of 135 eV, while the ones 
which have scattered elastically from the foil have a kinetic 
energy of 1435 eV at the detector. Over this range, the 
CDEM’s efficiency drops from roughly 97% to 87%.35 

The retarding-field spectrum shown in Fig. 5(a) has a 
count rate onset corresponding to an energy resolution, W, 
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FIG. 5. (a) Retarding-field spectrum; (b) its *derivative (smoothed by 
triple adjacent point averaging) with the 682 A target at E= 100 keV. 
Major bulk and surface plasmon energies are indicated (see text). 

of < 3 eV [full width at half maximum (FWHM)]. In 
addition, a well defined “plateau” associated with the for- 
bidden energy-loss region between elastic scattering and 
low-energy plasmon production is apparent. The existence 
of this plateau means that we are able to unambiguously 
distinguish elastic scattering from the Mott target. To il- 
lustrate this more clearly, the point-to-point difference 
spectrum (smoothed by triple adjacent point averaging) is 
shown in Fig. 5(b). The -3-eV-wide elastic peak is well 
separated from the region of inelastic scattering. Indeed, 
hints of the major surface and bulk plasmon production 
features at 7 and 25 eV, respectively, can be seen as we11.32 
Thus, our apparatus is capable of energy resolution of the 
order of three parts in 105, a figure comparable to optical 
monochromators and a few linear accel/decel energy-loss 
spectrometers. 36*37 We note that the increase of count rate 
with increasing AE is not entirely due to an increased num- 
ber of energy-loss events, but reflects as well the increasing 
electron-optical solid angle acceptance of the RFAs as V, is 
lowered.“* 

C. Background corrections 

The counts accumulated by each detector in a given 
run were corrected for background from a number of 
sources. In our preliminary experiments large count rates 
due to electrons emerging from the ion pump were ob- 
served. This problem was eliminated by the insertion of a 
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FIG. 6. Schematic retarding-field spectra for Au and Formvar targets 
(see text). 

one and one-quarter turn stainless-steel “spiral-staircase” 
baffle between the pump and Mott chamber. The inner 
cylindrical electrode was carefully polished to minimize 
corona discharge of electrons, and shields were placed 
around the CDEMs to reduce the detection of electrons 
which could find their way into the detector without pass- 
ing through the retarding field. As a result of these mea- 
sures, the beam-unrelated count-rate at high voltage, in- 
cluding CDEM dark count (which was < 0.1 Hz) was 
always less than 10 Hz. 

The remaining background subtraction procedures are 
best understood by referring to Fig. 6, which shows sche- 
matic integral electron energy-loss spectra for both gold 
and blank Formvar targets. The Formvar backing contri- 
bution to gold-target signals must be accurately subtracted, 
because it has nearly nil real asymmetry, but can represent 
a significant fraction of the total count rate for the thinnest 
gold films. (At 100 keV with AE = 1300 eV, the Formvar 
signal was fully half that of the thinnest Au target. The 
worst case with elastic scattering and the thinnest target 
was at 20 keV, where the Formvar signal was about 2% 
that of the Au.) Both gold and Formvar spectra have com- 
ponents which are independent of AE (indicated as [I] and 
[III] in Fig. 6)) as well as direct target contributions ([II] 
and [IV]) which for Au targets comes from the Formvar 
backing in addition to the gold itself. These flat back- 
ground counts are caused by x rays due in roughly equal 
parts to incident electrons striking the target foils and to 
stray, scattered electrons striking the inner cylinder. The 
importance of the latter component, which could include 
desorbed or sputtered ions as well as photons, was verified 
by allowing the primary beam to pass through the chamber 
unimpeded, and observing that background counts dimin- 
ished by about 50%. Ions caused by electron bombardment 
of the target foils were eliminated by biasing of the foil 
holders negatively relative to the inner cylinder.” The flat 
background component of the total signal was small except 
for the blank Formvar targets, where it was comparable to 
the elastic signal. 

For a given value of h, AE, and target thickness, the 
Formvar component of the signal was determined by mea- 
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suring count rates from both the Formvar blank and Au 
targets, and then determining the x-ray background for 
each target for several values of V, which prevented any 
scattered electrons from entering the RFAs. The back- 
ground corrected rate was then taken as (using the nota- 
tion of Fig. 6) [IV]-[III] minus the pure Formvar signal, 
[II]-[I]. For a given Au target/Formvar blank run, RFA 
counts were normalized to the Faraday cup current, with a 
transmission correction made to compensate for the fact 
that different scattering in the various targets altered the 
Faraday cup reading for constant incident current. 

D. General systematic checks 

A number of test experiments were run to check the 
data and general functioning of the apparatus. The asym- 
metry was measured for varying beam characteristics by 
changing focusing and deflector voltages over a wide range. 
No statistically significant changes in A were found, indi- 
cating that the beam is strongly focused and confined to a 
given point on the target by the radial field between the 
cylindrical electrodes. This has been found to be the case 
by other investigators using polarimeters similar to 
ours, ‘O-l2 and would indicate that spin correlated trajec- 
tory variations of the incident beam, thought to be small to 
begin with, would have a negligible affect on our data. 

We searched for variations in A when a given target 
film was moved up and down in the beam. No significant 
dependence on position was observed for any of the targets. 
This is not surprising, given that the foils appeared quite 
flat and uniform to the eye over their l-cm diameter, and 
that the electron beam diameter was - 1 mm at the inner 
cylinder, in comparison with the 0.1~pm scale for target 
nonuniformity due to Au nucleation. 

Count rates were also studied as a function of incident 
beam current, and found to be linear with current up to a 
rate of -8X lo4 Hz. In practice, beam currents were re- 
duced to ensure maximum count rates during data runs 
below IO4 Hz, and in all cases were kept below - 1 nA to 
prevent rapid foil breakage. The CDEM discriminators 
were set to yield maximum signal-to-noise ratios; A was 
independent of their setting over a broad range. The asym- 
metry as a function of the spin-rotator coil current was 
monitored periodically to ensure that P was fully trans- 
verse. We discovered, over the course of these measure- 
ments, that the value of P was quite stable over the course 
of days. While it would change from activation to activa- 
tion, varying between -0.26 and 0.32, once a stable pho- 
toemissive surface had been prepared, P would change by 
less than 0.01 over the course of a week or so of running. 

IV. EXTRAPOLATION PROCEDURES 

In Figs. 7 and 8, we present Mott asymmetry data as a 
function of t, the average foil thickness and AE, the max- 
imum energy loss which as electron can have suffered and 
still be detected. Results are shown for the two extremes of 
incident kinetic energies we investigated: E = 20 and 100 
keV. Uncertainty in the data is dominated by counting 
statistics, but is occasionally affected by error due to beam 

E=lOO keV 
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FIG. 7. Mott asymmetry vs target thickness for incident beam energies of 
20 and 100 keV. The solid data points were taken with hE = 4 eV, 
corresponding to elastic scattering; for the open points, BE= 1300 eV. 
Upper two lines are linear least-square fits to the data. The lower curves 
are fits to the form A =n + be - ‘r. 

current normalization procedures. Only a few typical error 
bars are shown in Fig. 8. In both graphs the asymmetry 
curves, taken on different days with varying electron po- 
larizations, were adjusted relative to each other by the use 
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FIG. 8. Mott asymmetry vs maximum energy which electrons can have 
lost in the target, AE. The solid data points were taken with the 34-h 
target, the open points with the 682-A target. Representative error bars 
are indicated. The solid lines are shown to guide the eye. 
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FIG. 9. Schematic representation of A in the (A&) plane at 20 keV (see 
text ) . 

of data sets taken in one run (with constant P) which 
contained points common to at least two curves. The error 
bars shown do not reflect the additional uncertainty caused 
by this procedure. In order to clarify the following discus- 
sion, the 20-keV data of Figs. 7 and 8 are plotted schemat- 
ically in the three-dimensional (A, AE, t) space in Fig. 9. 
We will refer extensively to curves l-5 in Fig. 9 in a more 
general sense for all incident energies E: curve 1 is the 
thickness dependence of A for purely elastic scattering, 
curve 2 is the thickness dependence with a large (e.g., 1300 
eV) AE value, curve 3 is the AE dependence of A for a 
“very thin” foil, curve 4 represents this dependence for 
“thick” targets, and curve 5 is the dependence of A on AE 
for single atoms. Our inability to realize experimentally the 
c = 0 lim it is reflected in the gap between the (t = 0) plane 
and the data. 

Figure 9 clearly shows the consequence of departing 
from single, elastic scattering conditions (represented by 
the A axis) in the target. In any Mott extrapolation pro- 
cedure, failure to obtain “ATRUE” = PS (indicated in the 
diagram) constitutes a systematic error in the measure- 
ment. We now consider t and AE extrapolations in detail, 
placing particular emphasis on the kinds of systematic er- 
rors they can cause. In a general sense, the two extrapola- 
tion procedures are roughly equivalent. This is because 
restriction of AE, for example, lim its the maximum depth 
in a target from which an electron can be backscattered 
and still emerge with enough energy to be detected. Thus a 
series of diminishing AE measurements corresponds to a 
series of measurements with targets of decreasing “effective 
thickness.” Conversely, reduction of t lim its the typical 
maximum energy loss in the foil. 
A. Potential errors associated with AE extrapolations 

Systematic errors resulting from AE extrapolations can 
be caused by ( 1) The use of a target for which the AE = 0 
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lim it of A is significantly below that of ATRUE. Thus, any 
dependence of curve 1 on t results in a systematic AE 
extrapolation error for A with targets of finite thickness. 
(2) Failure to attain truly elastic scattering conditions 
when V, equals the GaAs photocathode potential (“AE 
= 0”) or, if AE is not reduced to zero, the use of an 

inappropriate functional form for A versus AE to extrapo- 
late the data to AE = 0. We consider problems associated 
with Sec. IV A 1 to be the most serious, and analyze them 
first. 

1. Use of thick foils 

The suggestion that high-energy Mott asymmetry mea- 
surements employ energy discrimination to approach the 
AE = 0 lim it and thus reach A,,,, was first put forth by 
Boersch et aL31 Their proposal was based on the following 
argument. In the backscattering of polarized electrons 
from solid targets, it is useful to distinguish (somewhat 
artificially) between two types of deflections: “plural scat- 
tering,” in which the electron undergoes several large-an- 
gle collisions, and “multiple scattering,” corresponding to 
many small-angle scattering events. To a good approxima- 
tion, events characterized by a single large ( - 120”) angle 
scattering compounded with multiple scattering will result 
in asymmetries not significantly reduced from ATRUE, 
while plural backscattering will diminish A. Since, on av- 
erage, the total path length in the target will be larger for 
plural events than for single, large angle ones, it can be 
expected that plurally scattered electrons will lose more 
energy, on average, than those scattered once by 120”. 
Thus, by discriminating against electrons which have been 
inelastically scattered, one can expect to observe only sin- 
gle scattering events, with their attendant “true” value of 
A. This argument is strengthened by the fact that the stop- 
ping power of high-energy electrons in Au is appreciable, 
being of the order of 1 eV/W in the energy range under 
consideration.” Boersch et al. used a conventional Mott 
double-scattering apparatus with a filter lens of resolution 
- 1.5 eV to measure S,, for bulk gold targets between 22 
and 48 keV. While they were able to obtain values of SeK 
closer to the theoretical atomic values of S than any ex- 
perimental measurements made prior to that time, their 
results were still lower than theory by about 20%, indicat- 
ing that, in all likelihood, an experimental systematic prob- 
lem still existed.31 

With the advent of concentric-electrode polarimeters 
of the Farago/Rice design, which allow inelastically scat- 
tered electrons to be discriminated against in a straightfor- 
ward manner, the use of AE extrapolations has become a 
standard technique for determining A. The experimental 
ease with which they can be carried out compared with 
thickness extrapolations makes this method particularly at- 
tractive. Using arguments similar to that of Boersch et al., 
several groups have recently proposed that thickness and 
AE extrapolations should be equivalent, and that suitable 
calibration of Mott polarimeters can be effected by a AE 
extrapolation alone. A corollary conclusion of these argu- 
ments is the independence of A on t when only elastically 
scattered electrons are detected (curve 1). 
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FIG. 10. Mott asymmetry vs average target thickness for elastic scatter- 
ing. Solid curves represent least-squares fits of the form A=a + be- “. 

Figures 8 and 9 make it immediately clear that the 
Boersch argument is fallacious, at least for the energy 
range between 20 and 100 keV. The energy dependence of 
curve 1 in this range is shown in Fig. 10. We note that 
these data are in qualitative agreement with the only other 
results available for the target thickness dependence of A 
with AE=:O. Dunning et al.39 found no dependence of A on 
c with IO3 and 2.5 X lo5 A films for 20<E< 100 keV. This 
can be seen from Fig. 10 to be a consequence of the fact 
that for AE=:O, such targets are asymptotically thick. The 

(a) AE = 4eV (b) AE = 1OOeV 

60 keV + _- + 
* 100 keV e I + I 

variation in A above 50 A at 40 keV has also been seen by 
the Miinster group.7 

The dependence of curve 1 on t is less surprising when 
one realizes that the Boersch argument is incorrect for two 
reasons. The first is the fact that the mean free path for 
elastic scattering is about a factor of five shorter in gold 
between 10 and 100 keV than is that for inelastic 
scattering.40 Thus, electrons can be expected to undergo 
several elastic collisions, on average, before they inelasti- 
cally scatter. Moreover, the angular dependence of the in- 
elastic scattering cross section is strongly peaked in the 
forward direction, whereas the elastic cross section falls off 
much more slowly in angle.40,4’ As a result, electrons 
which have been plurally scattered to 120” have a higher 
probability of being elastic than do electrons that have been 
multiply scattered through only a few degrees. The impor- 
tance of plural elastic scattering in reducing A is apparent 
in Fig. 10; that it contributes to the total number of elastic 
scattering events is suggested by the 60- and lOO-keV data 
of Fig. 11 (a), where N appears to increase at least qua- 
dratically with c before the target depth becomes so great 
that some energy loss is inevitable, and the asymptotic 
thickness regime is reached. Such increases are not appar- 
ent in the 20- and 40-keV data, perhaps because there are 
only two data points in the region where N rises at these 
energies. When N is taken under quasielastic scattering 
conditions [A.E= 100, 1300 eV; Figs. 11(b), 11(c)] a 
“growth region” with a positive second derivative is appar- 
ent. 

The data of Fig. 11 (a) point out the second problem 
with the Boersch argument: the implicit assumption that 
the electrons lose energy continuously in the target. In fact, 
the electrons lose energy in discrete quantities on a colli- 
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FIG. 11. Total scattered electron counts 
vs target thickness for various values of 
E and AE. The uncertainties in N are 
dominated by beam current normaiiza- 
tion errors; thickness uncertainties are 
relative and are those required to yield a 
reduced x2 of unity for a linear fit to the 
E = 120 keV, AE = 1300 eV data (see 
sec. IV II). 
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FIG. 12. Values of the inelastic mean free path Ai for electrons in Au as 
a function of their energy, as obtained from exponential fits to A and N vs 
t data (see text). Solid line represents the theoretical data of Ref. 40. 

sion-by-collision basis,42 and the probability of energy loss 
can be characterized by an inelastic mean free path, equal 
to average energy lost per collision, divided by the stopping 
power. ‘ot15 The average stopping power as calculated in the 
Bethe theory is, indeed, above 1 eV/A at these energies, 
but if the electrons lost energy continuously at this rate, the 
asymptotic region of Fig. 11 (a) would begin at about 10 A, 
instead of 300 A. Thus, a significant fraction of the back- 
scattered electrons can travel several inelastic mean-free- 
path lengths before losing any energy. The contention that 
plurally scattered electrons must travel further in the foil 
than ones singly scattered to 120”, while true, in no way 
rules out the importance of plural scattering events in an 
elastic experiment. 

We have extracted from our AE = 4 eV data a rough 
estimate of the inelastic mean free path in gold for 20 
keV < E < 100 keV. By calculating weighted least-squares 
fits of A vs t to the phenomenological form a + be- ‘2: and 
of N vs t to d( 1 - e - “), and by taking a crude estimate of 
the average path length in a target of thickness t to be 3t/2 
for 120” electron detection, we have obtained from fit val- 
ues of the parameter ;1 estimates for iii ( = 3/2/2), the 
inelastic mean free path. These are shown in Fig. 12, where 
they are compared with the theoretical calculations of 
Misell.40 It should be pointed out that our estimates rep- 
resent a lower limit to the true value of iii, because plural 
scattering causes the average path length in the target to be 
somewhat greater than 3t/2. 

Systematic errors associated with plural elastic scatter- 
ing can be reduced or eliminated by the use of foils so thin 
that the probability of plural scattering becomes negligible, 
and/or by making measurements at high energy, where the 
dependence of curve 1 on t is less pronounced (Fig. 10). 
With regard to target thickness, the question naturally 
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arises: “How thin is thin enough?” Campbell et al., in their 
discussion of the Boersch argument,” point out that the 
elastic scattering cross section is bigger than the inelastic 
one, and raise this issue, correctly suggesting that the de- 
viation of the Boersch et aI. results from theory is due, at 
least in part, to the use of bulk gold targets. Unfortunately, 
due to an error in their data analysis procedure (se: Sec. 
IV B 2 and the Appendix), they conclude that 300-A tar- 
gets are thin enough to eliminate the effects of plural scat- 
tering over the range from 20 to 100 keV. Our data (Fig. 
10) suggest that even 34-A foils are inadequate to com- 
pletely eliminate systematic errors of this type, although at 
100 keV, these errors are small. By 300-A, the asymptotic 
thickness region has essentially been reached at all ener- 
gies. Thus, a calibration of our apparatus based on a AE 
extrapolation at, e.g., 20 keV with a “thin” foil 200-A thick 
would be in error by almost 30%! At 100 keV, the error 
would be less than 10%. A similar situation is illustrated in 
Fig. 5 of Uhrig et aI., where an extrapolation is made to a 
value of A only slightly higher than its asymptotic value, 
when the true intercept is certainly above 0.11. Unfortu- 
nately, when asymmetry measurements are made with tar- 
gets < 50-A thick, statistical uncertainties and large Form- 
var background subtractions can severely limit accuracy, 
especially at high energy. Thus for high precision, calibra- 
tions are best done using thickness extrapolations (see Sec. 
IV B below). 

2. Extrapolation and energy resolution errors 

Even if measurements are made at a high enough en- 
ergy that curve 1 is effectively flat within acceptable error 
limits for P, systematic error can still result from condi- 
tions listed under (2) above. If A is not measured directly 
for elastic scattering, but is instead extrapolated to AE = 0 
from measurements made at lower values of V,, the func- 
tional form of A vs V,. should, in principle, be known to 
allow for proper fitting and extrapolation of the data. Un- 
fortunately, such functions depend not only on the physics 
of electron energy loss in the foil, but also on the type of 
apparatus, varying, for example, with the details of the 
electron-optical elements and detection efficiency of the 
analyzer. 3*10132P33P35738 We note, in this context, and in con- 
trast to several statements which can be found in the liter- 
ature, that linear behavior of N vs AE does not guarantee 
linearity of A vs AE (see, e.g., Figs. 3 and 4 of Ref. 12). 
Similarly, nonlinearity in N vs AE may not cause nonlin- 
earity in the corresponding value A vs AE. Curve 3 of Fig. 
9, for example, was linear at all energies we investigated, 
while corresponding N vs AE plots, while monotonic, were 
nonlinear, with several inflection points over their AE 
range. If the retarding potential V, is defined by the en- 
trance of the electron multiplier,‘0,*4 electron detection ef- 
ficiency can depend strongly on E, the individual electron 
energy loss, and great care must be exercised in extrapo- 
lating A to the AE = 0 limit. This problem is discussed in 
Sec. IV B 2 and in the Appendix. 

In practice, issues regarding the functional form of A 
vs AE can be disregarded if only purely elastic electrons are 
detected, or if measurements are made over a sufficiently 
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narrow range of AE values that A depends only to first 
order on AE, i.e., any physically reasonable functional flt- 
ting form gives the same intercept (see, e.g., the discussion 
in Ref. 14). With thin foils, the maximum value of AE can 
be of the order of keV before this condition is not met. At 
E = 20 keV with our 682-A foil however, AE should be 
limited to 200 eV. 

A second source of AE extrapolation error which is 
more difficult to eliminate is caused by electron energy 
analyzers with poor energy resolution. If curves 3 or 4 are 
measured using analyzers with energy resolution W, they 
are shifted to the left of the “true” curves (which would be 
obtained using analyzers with perfect energy resolution) 
by an amount roughly equal to W/2. Some of our early 
RFA designs had W values as large as 100 eV. While 
measurements of curve 3 would thus have been affected 
little by the use of these analyzers, curve 4 at 20 keV (Fig. 
8) would have had an intercept of -6.2% instead of 6.8%, 
or a 10% error. Systematic error due to large FY’s can be 
viewed alternatively as a failure to extrapolate the A vs AE 
data to a value of AE = - W/2, where the real AE = 0 
limit is found. Experimentally, this can be done properly 
by raising I’, until only the very “tail” of the retarding-field 
curve (Fig. 5) remains, yielding an arbitrarily good energy 
resolution. This problem is discussed in more detail in the 
Appendix. 

In summary, extrapolation errors in curves 3 or 4 can 
be eliminated by restricting the range over which A vs AE 
data are taken, and by careful reduction of W, or extrap- 
olation of A to the real AE limit, which may correspond to 
values of V, above the source photocathode potential. 
Again, if statistical uncertainty is not an issue, these prob- 
lems can be minimized at the outset by running with thin 
targets at high E. 
B. Potential errors associated with target thickness 
extrapolations 

Systematic errors associated with target thickness ex- 
trapolations can be caused by the following. 

I. Large energy-acceptance width of the detectors 
Consider curve 5, A vs BE with a single atom target. 

Inelastic processes will cause A to deviate, at some level, 
from the pure, elastic, single atom case, resulting in the 
slope of this curve. Thus, a finite value of W (which may 
be as large as 10 keV in the case of surface barrier detectors 
used in “standard” Mott polarimeters15) will cause an er- 
ror in the measured value of A. In practice, we expect this 
problem to be negligible, except for the lowest incident 
energies when surface barrier detectors are used. As men- 
tioned earlier, the elastic angular-differential cross section 
for scattering to 120” is much larger than is that for inelas- 
tic scattering.4’ Moreover, the differential inelastic cross 
section at a given (large) angle falls off roughly as the 
second power of energy loss, meaning that the great ma- 
jority of inelastic collisions at these incident energies are 
associated with energy losses of less than 500 eV.‘5*43 Such 
collisions typically involve ionization of valence shell elec- 
trons and would cause .4 to differ negligibly from PS. Thus, 
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curve 5 can be expected to be virtually independent of AE 
until AE is comparable to E. With Farago/Rice polarim- 
eters, this condition is easily precluded experimentally. 
Even with our -ten-monolayer thick 34-w target, A is 
independent of AE at 100 keV; curve 3’s slope at this en- 
ergy is + 1.2(3.7)X 10e6 eV-‘. At 20 keV, curve 3 does 
slope downward, a change attributable to the increasing 
importance of elastic plural scattering (which is very small 
at all AE on curve 3 at 100 keV) compounded with small- 
angle inelastic scattering as AE is increased. If t could be 
decreased further from 34 A, however, we would expect to 
see the trend evident in the bottom two curves of Fig. 8 
(t = 682-34 A) continue, with a limiting curve essen- 
tially independent of AE over the range of the data. We 
thus conclude that systematic errors due to finite detector 
acceptance energy can be disregarded in all practical cases. 

2, Uncertain fitting form for A ws t 
A much more serious problem is that of target thick- 

ness extrapolation. To be free of systematic error, the ex- 
trapolation must yield a t = 0 intercept corresponding to 
curve 5, which we will consider, for this discussion, to have 
a constant value equal to A,,,,. Thickness extrapolations 
have, in principle, an advantage over AE extrapolations, in 
that they can be made using a functional form which is 
much less sensitive to the details of the apparatus. While 
target morphology can, at some level, affect the fitting 
form, electron-optical and detection efficiency effects are 
eliminated. Unfortunately, there exists no standard, gener- 
ally accepted model for the form of A vs t as a function of 
E and AE.15 A number of theories have been proposed,44’45 
but none are unambiguously applicable to the experiments 
which have been done. Generally, researchers in the field 
have chosen a single functional form with which they ex- 
trapolate their data, and have ignored other possible fitting 
forms. This is an acceptable procedure only if the foils used 
in the experiment are so thin that the dependence of A on 
t is of first order in t. If thicker foils are used and second- 
order terms are appreciable, then different fitting forms 
(none of which can be rejected solely on the basis of the- 
oretical considerations) may yield statistically different 
values for the t = 0 intercept.15 Use of one form exclusively 
may thus result in a systematic error in A,,,,. Fletcher et 
a1.15 have suggested that, in the absence of better theoret- 
ical guidance, the appropriate course of action under these 
circumstances is to quote an average value of all the inter- 
cepts, while increasing the quoted uncertainty to include 
all of the intercepts at the 20 level. 

To reduce the systematic uncertainty associated with 
this procedure (which Fletcher et al. estimate in their ex- 
periments to be about 3%), i.e., to remove the ambiguity 
associated with our lack of knowledge of the “correct” 
fitting form, two obvious steps are to reduce the range oft 
and/or AE until the t = 0 intercept obtained from the ex- 
trapolation procedure is independent of the fitting form 
used. [Lowering of AE reduces the efictive thickness from 
which electrons can be scattered and still be detected. The 
effect of reducing AE is clearly illustrated both in our Fig. 
7 and Fig. 5 of Ref. 7. The use of Farago/Rice polarimeters 
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is particularly useful in this context; measurements made 
with “standard” Mott polarimeters having W- 10 keV ex- 
hibit A vs t slopes (“depolarization constants”) several 
times larger than those obtained with concentric-electrode 
device 4,5,10,11.15*45] m e 1 ower two curves of Fig. 7 illus- 
trate the difficulty of doing this at low energy. Even with 
AE = 4 eV and the thinnest foils used in Mott polarimetry 
to date, A vs r is grossly nonlinear. In that both curves 
must converge at t = 0, it is clear that the linear t region 
for both values of AE begins well below 34 A. In contrast, 
at 100 keV, A is essentially linear with t over the entire foil 
thickness range we investigated. 

a. Functional forms and jitting procedure. Given the 
difficulty of making precise asymmetry measurements with 
foils less than 50-A thick, and the nonlinearity of curves 1 
and 2 even below 34 A when E = 20 keV, it is clear that 
precise thickness extrapolations for the purpose of instru- 
ment calibration must be made at high energy. Even then, 
nonlinearities can cause some degree of error. In order to 
illustrate some of these ideas, we have fit the data of Fig. 10 
and the 20-keV data of Fig. 7 to a variety of functional 
forms: 

(a) A =a + bt. This is the simplest equation to use, 
and although there is no theoretical justification for it 
(save the fact that it must be correct for sufficiently thin 
targets) it has been considered exclusively by the majority 
of investigators. 

(b) l/A =a + bt. This form was first proposed by 
Wegne? as a result of his extensive analysis of plural 
scattering effects and has been used in several studies. 
Greenburg et al. consider its applicability in detai1.46 

(c) A =a + bN. This form, first proposed explicitly by 
Fletcher et al.,15 has the advantage that it implicitly in- 
cludes higher-order scattering effects. 

(d) l/A=a + bN. A variation of (b) and (c) above. 
(e) A=a + be-“‘. Phenomenologically, this form ap- 

pears to describe the data well and, to the extent that N is 
proportional to ( 1 - e - “), it is equivalent to form (c) 
above. 

Functions (c), (d), and (e), in addition to their im- 
plicit inclusion of triple- and higher order scattering, also 
have an advantage over the t-dependent functions in that 
they incorporate the necessary asymptotic independence of 
A on t automatically. A number of authors have used 
forms such as A =e - “, A - I’* = a + bt, and [see Eq. (5)] 
A = a + bt, based solely on the goodness of fit they ob- 
tained with these forms. We considered the latter two 
forms, and found them to give intercept results in between 
those of (a) and (b) above; the exponential function is of 
course just a special case of (e), but requires an asymptotic 
value of A =0 in all cases, which is not physical. 

The linear fits to equations (a)-(d) were done using 
the procedure described in Ref. 47; the exponential fits 
were made with a standard nonlinear least-squares also 
described in this reference. Initial fits were obtained with 
weighting according to the uncertainties in A alone. Using 
these fits, an additional uncertainty was added in quadra- 
ture to A (or l/A) equal to the fit slope at the abscissa of 
the given datum times the uncertainty either in N or C. This 

procedure converged after one iteration for all fits except 
those with reduced x2 values greater than 10. While the 
absolute values oft were estimated from x-ray fluorescence 
measurements, their relative values [which are the only 
critical ones for determining A ( t = 0)] were taken from the 
relative lengths of gold wire evaporated to produce them. 
Although the individual targets were made under identical 
conditions, this does not guarantee that final target weight 
is proportional to the length of the bulk gold because, e.g., 
the gold atom sticking coefficient might vary with the 
amount of gold already on the surface. Thus, to check that 
the target average area1 densities were proportional to 
evaporated gold weight, we “weighed” the foils by measur- 
ing N versus the length of wire used to produce the target 
yielding that N at the highest practical values E and AE, 
where the relationship between N and the actual t should 
be most linear (see Fig. 11). These data [which are essen- 
tially those at the top of Fig. 11 (c) multiplied by a scale 
factor on the t axis] exhibit small deviations from linearity 
which are almost certainly due to the nonlinear nature of 
the scattering process at these energies, and not a lack of 
proportionality between Au wire length and t. Nonethe- 
less, for the sake of conservatism, we quote t uncertainties 
which correspond to a reduced x2 of unity for a linear fit to 
these data. Thus, the relative uncertainty of the four largest 
average thicknesses is 10%. The thinnest target’s thickness 
is uncertain by 14% due to additional uncertainty in the 
wire length measurement procedure. 

Uncertainties in N were determined by adding in 
quadrature the statistical uncertainties in the raw accumu- 
lated counts and the uncertainty due to the beam current 
normalization procedure. This latter contribution domi- 
nates the N error bars in almost all cases. Occasionally, N 
for a given target would vary by an amount larger than 
that suggested by the uncertainties for one run. This was 
attributed to pinholes in the targets, which could be ob- 
served in some films with an optical microscope. Such vari- 
ations did not affect the observed asymmetries, and oc- 
curred in only one data set we fitted: E = 100 keV, AE 
= 100 eV (see below). In this case, both values of N were 

used in the fit, but elimination of the lower value does not 
affect the intercept. 

The f = 0 intercepts and reduced x2 values for the var- 
ious fits are given in Table I. (Note that the data are not 
normalized to constant electron polarization, and that the 
intercept values vary with energy because of the variation 
of S with E.) A number of points are apparent. Below 
E = 100 keV, the data are not linear in t (this is trivially 
obvious from the figures), as evidenced by the large re- 
duced x2 values. The N-dependent and exponential fits are 
roughly linear for all E and AE values, with a notable 
exception at 40 keV, where the poor x2 values can be at- 
tributed to the rather large nonmonotonic variation of A 
for the three thinnest targets. The cause of these nonstatis- 
tical variations is not understood; no obvious problems are 
apparent in the raw data and these targets produced “rea- 
sonable” results in subsequent runs at other E and AE 
values. We thus cannot justify eliminating the 40-keV re- 
sults. At low energies, the intercepts of the linear t forms 
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TABLE I. Mott asymmetry least-squares fitting summary. The entries listed under the fitting forms consist of the Nor t = 0 intercepts followed by their 
uncertainties (in parentheses) and the reduced 2 values. In the case of data from Refs. 11 and 48, truncated data sets were used for the linear fits to 
obtain reduced x2 values < 5. The larger intercept values obtained from these fits are primarily due to the higher electron poiarizations in these 
experiments. The t fits with correction for partial film coverage are also listed (see text). 

A vs t’ l/A vs t’ Exponential 
Coverage Coverage 

E( keV) AE(eV) 
Coverage 

A vs t corrected 1/A vs t corrected A vs N l/A vs N Exponential corrected 

20 1300 5.44( 8) 5.86( 10) 6.44( 14) ?.22(32) 5.97(S) 6.73( 13) 6.64( IO) ?.57(31) 
47 32 4.5 2.3 11 2.0 0.5 0.2 

20 4 7.72(5) 7.90(6) 7.88( 5) 8.11(7) 9.69( 15) 10.66( 28) 9.73(39) 10.36(68) 
62 53 52 43 0.5 0.8 6.1 11 

40 4 9.93(4) 10.06(5) 10.07(4) 10.22(5) lo&( 8) 10.85( 7) 10.31( 13) 12.16(69) 
86 75 77 64 45 39 15 12 

60 4 10.85(S) 10.94( 6) 10.89( 5) 10.98(6) 11.22(S) 11.26(S) 11.30(7) 11.64(18) 
11 10 11 9.0 4.1 4.1 2.2 1.6 

100 4 11.65(23) 11.72(25) 11.68(24) 11.75(26) 11.96(31) 11.99(33) 12.30(54) 12.76( 1.23) 
0.8 0.8 0.7 0.7 0.2 0.2 0.3 

100 100 11.86(9) 11.93(9) 11.88(9) 11.94flO) 11.92(9) 11.94( 10) 12.00( 13) 12.:;.121) 
0.7 0.7 0.6 0.6 0.9 0.9 0.7 0.7 

120 1300 17.40(11) ... 17.55(12) ... . . . . . 17.69( 12) . * . 
(Ref. 11) EOA, .I. 2.4 . . . . . >.. 2.7 . . . 

(t< (t< lItHA) 
-6x lo4 

(all data) 
616 33.67( 19) I.+ 34.38(24) **+ . . . . . 33.72(20) .., 

(Ref. 48) 0.6 . . . 1.0 . * > 1 . .,. 3.6 .** 
( t<SOOOA) (t<SOOOA) (all data) 

are significantly different from those of the exponential and 
N formulae, which tend to agree with each other. This is 
not surprising, given the approximate equivalence of (c) 
and (e). At 100 keV all of the fitting forms give intercepts 
which are essentially identical statistically. This means that 
we can view elastic scattering at 100 keV, within the stu- 
tistical uncertainty associated with this measurement 
(-2.5%), to be first order in t. Thus, unlike the situation 
considered by Fletcher ef al. l5 (E = 94 keV, AE- 10 keV), 
the accuracy of A determined from this measurement is 
lim ited not by uncertainty in the fitting form, but by sta- 
tistics alone. In this context, we note that the exponential 
fits suffer one disadvantage compared with linear fits: as E 
is increased and the data become more linear in t or N, 
uncertainty in the three fitting parameters tends to in- 
crease, removing to some extent the benefits associated 
with improved clustering of the intercepts about their av- 
erage. The larger uncertainties in the intercepts for the 
exponential fits at all energies is a general symptom of this 
problem. 

Making measurements at high energy does not, in and 
of itself, guarantee that variations in A will be linearly 
dependent on t. We also display in Table I the results of fits 
to the data of Refs. 11 and 48. Hodge et al. ” report asym- 
metries at E = 120 keV and AE = 1300 eV for target thick- 
ness 5 1500 A. Their data in its entirety are clearly de- 
scribed best by the exponential form, although x2 values 
< 3 may be obtained with a linear t tit if the data point at 
- 1500 A is eliminated. Thus, these asymmetries are only 
marginally linear in t, a consequence of the relatively large 
values of AE and target thickness used in this experiment. 
Even the intercepts of the Brosi et al. data,48 taken at 616 
keV, exhibit nonstatistical scatter at the 2% level, again 
because of large t and AE values. An exponential fit 
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describes the variation of A with t over the broadest thick- 
ness range with these data as well. 

6. The effect of target morphology. When target foils 
have varying morphology, the parameterization and fitting 
of A in terms of the simple average target thickness t will, 
at some level, lead to systematic error in the t = 0 inter- 
cept. (Interestingly, this issue had not been discussed at all 
in the literature prior to last year,5 although many inves- 
tigations have used foils of sufficient thinness that their 
coverage was almost certainly nonuniform.) A question 
naturally arises as to whether the differences between the 
intercepts for t and N fits is due to morphology effects 
alone. We have attempted to understand qualitatively the 
effect that target nonuniformity due to nucleation has on 
the extrapolated asymmetries obtained from the t-depen- 
dent fits. Our foils are characterized by two known param- 
eters, average area1 density, a( t = o/p, where p is taken as 
the bulk volume density of gold), and p, the percent cov- 
erage of the target film . A first-order correction, which is 
all that is really justifiable, given our poor knowledge of 
nucleated target morphology, can be made for nonunifor- 
m ity by assuming that reduction of A is caused exclusively 
by double Iarge-angle scattering.44$46 The amount of reduc- 
tion should thus be roughly proportional to the average 
path length in the target for single 120” scattering. This 
equals 3t/2 for a uniform film  but increases when voids are 
present, because of the higher average thickness of the nu- 
cleated regions. By using the simple model that the target 
may be partitioned into a single layer of contiguous cubic 
volumes, of which a percentage p are filled with Au, and 
whose heights h are such that the average thickness of gold 
in all the cubes is t( h =a/ppl, the average path length in 
the gold, including alterations due to exit and entrance 
through the vertical sides of gold cubes, can be calculated. 
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FIG. 13. Effective Sherman function vs incident electron energy, with 
some representative uncertainties indicated. The solid line represents the 
theoretical calculations of Ref. 51; the absolute measurements of Ref. 7 
are indicated by the short dashed line, and the substantially equivalent 
results of Refs. 12 and 14 are indicated by the broken line. The solid 
squares are the modified data of Campbell et al. (Ref. 10; see text), 
normalized at 100 keV to the theory. Our results, also normalized at 100 
keV, are plotted for different extrapolation forms. Error bars indicated at 
20 keV include both statistical and normalization uncertainties. 

The value ofp for a given target was taken from a fit of all 
the coverage data (see Sec. II) to ~=a log t + 6, a form 
suggested by previous coverage results for Au on carbon 
films.49 We thus calculated “effective average thicknesses” 
t’ for the targets, corresponding to the thicknesses uniform 
films would have which give the same average path length 
for single 120” scattering which our actual nucleated tar- 
gets give. These were t’ = 71 A(34 A), 125 A(85 A), 211 
A( 171 A), 369 A(341 A), and 682 A(682 A), where the 
actual average target thicknesses are given in parentheses. 

While the corrections to t for the thinnest targets are 
large, the changes in the fit values do not account for the 
differences between the various t and N fits,50 except for the 
E = 100, AE = 100 eV data, which are statistically equiv- 
alent in any case (see part d below). 

c. Results: energy dependence of A,,,,. These results 
suggest that the appropriate parameter to use when extrap- 
olating asymmetry data taken with different target thick- 
nesses is the total scattered intensity N. The exponential 
form (e) appears to give reasonable results as well. The N 
fits have the advantage that careful measurements of t are 
not required, and target morphology is irrelevant. 

Ultimately, the best test of whether a fitting function is 
proper is if the values of ATRUE it yields for a given P have 
the same energy dependence as do the theoretical results 
for S.” This type of comparison has been made in several 
previous experiments between 10 and 115 keV which in- 
volved AE rather than thickness extrapolations.7”0’121’4 In 
these experiments, whose results are shown in Fig. 13, ei- 
ther electrons of known polarization were used to deter- 
mine +Scir absolutely,7*‘0 or the data were taken with con- 
stant (unknown) P and normalized to A at 100 keV, where 
S,, was assumed to equal S.i2*i4 In all cases, the data fall 
below the theoretical Sherman function below -60 keV. 
As a result of the discussion of Sec. IV A 1 above and the 
data of Fig. 10, this deviation is simply understood in 
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terms of the increasing effect of plural elastic scattering in 
the targets used in these experiments. The data of Uhrig et 
aL7 exhibit a less severe departure from theory because of 
the relatively thin target ( 100 A) employed in their exper- 
iment. The values of S,e attributed to Campbell et al. lo in 
Fig. 13 have been modified from the values they report. 
Their published data do follow the theoretical energy de- 
pendence of S, which they attribute to the combined use of 
thin foils and AE extrapolation. While this idea is physi- 
cally correct, as we have demonstrated, their target thick- 
ness (300 A) is well into the asymptotic region of curve 1 
at 20 keV. The fact that their reported asymmetries do not 
deviate from theory at low energy is an artifact of the 
improper extrapolation of their data to AE = 0. This prob- 
lem is rectified in the Appendix. 

By using target thickness extrapolations in combina- 
tion with zero energy-loss measurements, the problem of 
plural scattering should be eliminated. In Fig. 13, we indi- 
cate the results of the coverage-corrected elastic t’-depen- 
dent and N-dependent extrapolations. Intercept values of 
Table I used in this comparison were normalized to con- 
stant electron polarization as discussed for Fig. 7. The A vs 
N and exponential fits reasonably follow S, a result par- 
tially anticipated in the earlier discussion. We thus feel 
confident that residual effects due to plural elastic scatter- 
ing are eliminated by these two fitting forms, even when 
first-order scattering conditions cannot be guaranteed. 

d. High precision measurements. The fact that mor- 
phology and fitting form are statistically unimportant to 
the intercept result in the E = 100 keV elastic data led us 
to attempt to make a highly precise measurement of the 
intercept. This called for better count rates, which we ob- 
tained by increasing AE to 100 eV. Since curve 3 is flat over 
a AE range of 1300 eV at 100 keV, this leads to negligible 
systematic error in the t =,O intercept. The result of A vs N 
for this experiment, taken over 8 h of running time, is 
shown in Fig. 14, and the fit results are given in Table I. 
For completeness, A vs N fits are shown for the elastic data 
as well. A disadvantage of N fits is apparent in this figure: 
while N values are easier to determine and have a smaller 
percentage error than do the corresponding thicknesses, 
they tend to be removed from the N = 0 axis, especially at 
the lower energies, resulting in somewhat larger intercept 
uncertainties than those obtained from the t fits (see Table 
I). Coverage corrections in the E = 100 keV, AE = 100 eV 
case eliminate the residual, statistically insignificant differ- 
ence between the linear t and N fits, and indicate that even 
with the severe nonuniformity of our targets, they are so 
thin that plural scattering effects associated with varying 
morphology are important at a level below that of the dif- 
ference between the t and t’ fits, i.e., -0.6%. The overall 
precision of the intercept is 0.8%, roughly a factor of 3 
better than that quoted by Fletcher et all5 It is expected 
that this precision can be straightforwardly reduced by a 
factor of 2, which would make it comparable to accuracies 
quoted in the extremely careful double scattering measure- 
ments of Gellrich and Kessler.5 
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V. CONCLUSIONS: RECOMMENDED EXTRAPOLATION 
PROCEDURES 

Deviations from ATRUE in the (AE, f) plane of Fig. 9 
are essentially due to plural elastic scattering compounded 
with small-angle inelastic multiple scattering, which does 
little to further alter A. The probability of detecting plu- 
rally scattered electrons increases either with actual target 
thickness (curves 1 and 2), or “effective” target thickness, 
determined in turn by the value of AE (curves 3 and 4). 
Because elastic plural scattering is significantly more effec- 
tive in reducing A than is inelastic scattering associated 
with energy losses (E, curve 1 will generally exhibit ap- 
preciable deviations from ATRUE, as we have shown in 
these experiments, whereas curve 5 can be regarded for all 
intents and purposes as being independent of AE. Thus, the 
appropriate procedure for obtaining ATRUE is a thickness 
extrapolation experiment at any AE value with a foil thick- 
ness range such that A vs t is demonstrably linear [i.e., the 
A(t=O) value is independent of fitting function]. While 
large values of AE are advantageous in terms of count rate, 
and are unavoidable with standard Mott polarimeters, they 
require thinner foils to insure linearity. If experiments 
must be done at energies where the linear condition cannot 
be met, fitting of the data to the functional form A=a 
+ bN or A = a -I- be - Rr is recommended, 

For high precision measurements, it is advisable to de- 
velop a plot similar to that shown in Fig. 9 so that the 
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systematics of the analyzer being used can be understood 
thoroughly. This dictates the use of a Farago/Rice polar- 
imeter, which we recommend strongly if high efficiency is 
not an issue, but accuracy and precision are important. 
Once calibration measurements including a thickness ex- 
trapolation and a careful measurement of curve 3 have 
been made, high accuracy measurements can be carried out 
with relatively large AE values and thick targets. In all 
cases, measurements should be made at as high an energy 
as possible to minimize systematic extrapolation errors, al- 
though practical limits on statistical uncertainties may dic- 
tate a compromise to lower energies. 
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APPENDIX: ENERGY-LOSS EXTRAPOLATIONS WITH 
IMPERFECT ANALYZER/DETECTORS 

In this appendix, the effects of finite energy resolution 
( W> 0) and/or the variation of electron detection effi- 
ciency with electron energy loss on the intercepts in AE 
extrapolations are discussed in detail. This is done in the 
context of a reanalysis of the data of Campbell et &lo 
hereafter referred to as Campbell. We assume, as does 
Campbell, that the intensity of electrons impinging on their 
detector is independent of the electron energy loss E, i.e., 
dN/de is constant. The asymmetry A associated with elec- 
trons of energy loss E is taken as A =Ao( 1 - a~), where a 
is a constant and A0 is the asymmetry for elastic scattering 
from the target. (Note that A0 is not generally equal to 
ATRUE, and that a is not the slope of A vs AE) . Finally, the 

evr 
ELECTRON ENERGY LOSS, E: 

FIG. 15. Schematic plots of transmission/detection efficiency vs electron 
energy loss for (a), analyzers of the type described in Refs. IO and 14 and 
(b), analyzers of the type described in this work and that of Ref. 7. 
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detection efficiency is assumed constant until some value of 
electron energy loss e=eV, - eVt ( V,= V&n Campbell’s 
notation), at which point it drops linearly to E = eV, [see 
Fig. 15(a)]. In the detectors used by Campbell the CDEM 
cone itself is biased at V,, so the response function is 
sharply cut off at E = eV,., in contrast to our analyzer, 
whose response falls over the energy resolution width W, 
and which passes some electrons with E’S greater than V, 
[see Fig. 15(b)]. Generally the response function of an 
RFA/electron multiplier combination is determined both 
by the multiplier detection efficiency and the transmission 
profile of the analyzer. Our apparatus and that of Campbell 
represent opposite ends of the range of possibilities in this 
regard: our response function is determined almost exclu- 
sively by the transmission characteristics of our RFA with 
Wz4 eV, while theirs is essentially the detection efficiency 
curve of a standard CDEM, having Vi ~70 eV, in good 
agreement with the measurements of, e.g., Bordoni.35 

While the above assumptions are only approximately 
correct, they miss none of the important physics. The re- 
sponse curve shown in Fig. 15 (a) is taken from Fig. 8 (a) 
of Campbell, which, in combination with the assumption 
that dN/de is constant, yields the form of N vs V, they 
observe. The experimental dependence of A on V, should 
thus be 

s V, A(Vr)= D(e)A(e)de D(E)& (Al) 
0 

129 Rev. Sci. Instrum., Vol. 63, No. 1, January 1992 

where D(E) is the response function shown in 15(a). This 
expression can be evaluated for two cases: when V,. < VI, 
and when V, > Vt. In the former case, one obtains 

A(V,)=A,(l -;aV,), 

while in the latter case, 
t-42) 

3v;+ v;-3v,v, 
2v,- VI )I * (A3) 

For values of V,much larger than Vi, Eq. (A3) reduces to 
A( V,) = [l - (a/2) VJ, while for all I’, below Vi, A has 
a constant slope of a/3. 

Figure 16 shows the 30-keV data of Campbell, with 
both a linear least-squares fit and the function correspond- 
ing to Eqs. (A2) and (A3). The latter curve depends on 
the unknown quantities a and A,,. We have taken a/2 to be 
the slope of the linear fit, which corresponds to the high V, 
limit of Eq. (A3). In that the two curves converge for 
I’,> 400 V, this is justified. The value of A, is then obtained 
by normalizing Eq. (A3) to the linear fit value at the high- 
est experimental value of I’,: 575 V. Campbell quotes 
asymmetry values corresponding to the point A, in the 
figure, although we can find no justification for this. For 
response functions of the type shown in Fig. 15 (b), such as 
ours, the appropriate procedure is to extrapolate the A vs 
V, data to a point along the dashed line (extended to neg- 
ative values of V,) corresponding to - W/2, as mentioned 
in the main text. (We speculate that this may have been the 
idea behind Campbell’s analysis procedure.) 

We have corrected the data in Fig. 9 of Campbell by 
multiplying their S values by (AdA,), determined at each 
energy using the procedure described above and the slopes 
quoted in their Fig. 7. The correction factors, normalized 
to that at 100 keV, were 0.99, 0.98, 0.97, 0.93, and 0.90 for 
the data at 70, 50, 40, 30, and 20 keV, respectively. These 
modified data are shown in Fig. 13. While corrections of 
the same type would apply to any AE extrapolation, it is 
the large value of Vi (70 V) which makes the corrections as 
large as 10% in Campbell’s case. With W < 10 V, (e.g., for 
our analyzer and that of Uhrig ef al. lo), such corrections 
are completely negligible for all but the highest precision 
experiments. 
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